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Abstract—Biomedical argument mining (BAM) is a challenging task that involves automatically identifying the structure of
argumentation in the biomedical text. BAM plays an important role in extracting exact information from a large-scale medical text data,
and is of great significance to the development of Evidence-based decision making. However, the existing multi-task model addresses
BAM through a conventional multi-task learning framework, ignoring the sequential dependency between the Argument Component
Classification (ACC) task and the Relation Identification (RI) task. In addition, unlike the other kinds of text, it is necessary to combine
multiple evidence to obtain the final claim in the biomedical text. The existing models focus solely on the information of argument
component pair itself on the Rl task, ignoring the semantic information of the other related argument component pairs. In order to solve
the above issues, in this paper, we propose a Sequential Multi-Task (SegMT) learning model for BAM. In specific, to model the
sequential dependency between the ACC task and the RI task, the representation of the input and output in the ACC task is transferred
into the RI task. Furthermore, we structure the argument component pairs of the same local neighborhood into a pair graph network.
Then, we employ a Graph Convolutional Network to model collection-level context information for an argument component pair. The
proposed method is evaluated on a benchmark dataset and the experimental results show that our method outperforms the

state-of-the-art methods.
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1 INTRODUCTION

N the biomedical domain, there is an increasing interest

in Evidence-based decision making, which can help clin-
icians make the best decision for the medical case under
evaluation. Most work [1], [2], [3] focus on the reasoning
stage in Evidence-based decision making, but the mining
stage receive little attention. The target of the mining stage
is to extract, from a large amount of medical data for
different diseases and treatments, the useful information for
clinicians and further to present this information in a struc-
tured way [4]. Biomedical Argument Mining (BAM) aims at
identifying the argumentative structures in biomedical text,
including Argument Components (AC) and relations among
them. Because of its aptness to automatically identify impor-
tant information in biomedical text and present them in a
structured manner, which is consistent with the target of the
mining stage, BAM is of great significance for supporting
clinicians to make accurate medical decisions accurately.

BAM is the application of Argument Mining (AM)
in the biomedical domain that consist in: (1) arqument
component identification (ACI), which involves separating
the arguments components from non-argumentative text;
(2) argument component classification (ACC), which involves
identifying the argument components with different types
(i-e., majorclaim, claim, and evidence); (3) relation identification
(RI), which involves recognizing the argumentative rela-
tions (i.e., support, attack and none) within a single argument
component pair (ACp) such as evidence-claim [5], [6]. As
the Fig. 1 shows, compared to text in other genres (e.g.,
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student essay), biomedical text generally contains numerical
indicators (e.g, P = 0.049), statistical findings and domain-
specific terminologies (e.g., GJJ), which bring difficulties for
models to understand the complex semantic informationi
within the biomedical text [7], [8]. In addition, a common
situation in biomedical text is that the argumentative rela-
tion within an ACp should be determined via combinating
of multiple consecutive evidence. For example, as is shown
in Fig. 1, we construct two ACps (i.e., ACpl: evidencel —
claim, ACp2: evidence? —+ claim). evidencel talks about initial
costs where ‘GJJ’ is higher and evidence?2 talks about follow-
up costs where ‘GJ]’ and ’stent placement’ are the same.
When considering ACp1 and ACp2 separately, it is difficult
to recognize their relation types, due to the claim talks
about total costs. Combining the information of ACp1 and
ACp2, the relation types of ACpl and ACp2 can be easily
recognized as support.

Two previous studies have been conducted to address
BAM. Mayer et al. [4] released an AbstRCTs dataset of
659 RCT abstracts about five diseases, including neoplasm,
glaucoma, hypertension, hepatitis and diabetes. They em-
ployed a complete pipeline to address three subtasks of
BAM, where boundaries and component types of AC are
identified through token-level tagging, then relation types
of ACp can be recognized with AC provided from previous
step. Furthermore, to avoid error propagation caused by
the pipeline, Galassi et al. [9] employed a conventional
sentence-level multi-task learning framework to jointly ad-
dress the ACC task, Rl task, and link prediction task, which
contains a shared encoder, four separate classifiers with the
golden ACs provided in advance.

Although proved to be effective, the existing methods
have two shortcomings: (1) The existing multi-task learn-
ing models in BAM handle different tasks with multiple
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Fig. 1. An example of biomedical argument mining. Important words are marked in red

independent classifiers, however, they largely overlooked
the implied sequential dependency between the ACC task
and the RI task. Actually, most of the support or attack rela-
tion occurs between evidence-claim pair rather than evidence-
evidence pair, which indicates that the type information
of ACs learned in the ACC task could be beneficial for
accurately recognizing the relation types of ACps. (2) Ap-
proaches to relation identification task have largely focused
on the information of single ACp, loosing out potentially
valuable context from the borader collection of ACps within
a RCT abstract. Generally, the relation types of ACp need
to be verified by combining the information from surround-
ing relevant ACps for biomedical text (e.g., evidencel-claim
and evidence2-claim as shown in Fig. 1), which shows the
significance of incorporating the collection-level contextual
informatioon from related ACps within the same text.

Given the above considerations, we propose a novel
Sequential Multi-Task learning model (SeqMT) for BAM.
In specific, to model the sequential dependency between
the ACC task and the RI task, the representation of the
input and output in the ACC task is incorporated into the
RI task through the information transfer module. Moreover,
to capture collection-level contextual information, we ex-
tract a set of the local neighborhoods from a single RCT
abstract, where each local neighborhood is defined as the
collection of ACps with the second AC unchanged. Then
a graph is constructed for each local neighborhood, where
nodes represent ACp and edges represent different possible
relationship between the corresponding two ACps in a
graph. Finally, Graph Convolutional Network (GCN) [10]
is employed to learn the representation of each ACp via
information propagation from the related ACps in the same
local neighborhood.

The contributions of this paper can be summarized as
follows:

e A novel Sequential Multi-Task learning model (Se-
gMT) is proposed, which is, to our best knowledge,
the first attempt of exploring the effect of sequential
dependency between the ACC task and the RI task
for BAM.

e We demonstrate that considering collection-level
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contextual information from the related ACps within
a single RCT abstract can improve the performance
of biomedical argument mining,.

e Our model is evaluated on a benchmark BAM
dataset for the ACC task and the RI task. The ex-
perimental results show that our model outperforms
the state-of-the-art methods.

The rest of this paper is organized as follows: Section 2
introduces the related works of argument mining and graph
conventional network. Then we describe the details of our
proposed model in Section 3. The experimental setting and
results are presented in Section 4. In Section 5, We conclude
our work and make some ideas for work in the future.

2 RELATED WORK

2.1 Argument Mining

Recent researches for argument mining mainly focues on the
subtasks of AM, such as argument component identification
[11], [12], [13], [14] and argument component classification
[15], [16]. With a strongly internal relatedness of these
subtasks, a growing number of works employed multi-
task or joint learning framework to address these subtasks.
Peldszus et al. [17] utilized a evidence graph to combine
different subtasks for joint training, with the assumption
that the ACI task has been finished. Stab et al. [6], for the
first time, employed a sequence tagging model to identify
the boundaries of AC and applied a joint Integer Linear
Programming (ILP) model to detect argumentation struc-
tures. Potash et al [18] utilized pointer network to identify
the types of AC and detect whether the link exists between
ACs with an assumption that all ACs have already been
identified. Eger et al. [19] proposed an end-to-end sequence
tagging model ,which firstly integrate the BIO label of ACI
task, the types of ACs, and the relation labels between
ACs into the same label space, and utilized Bi-directional
LSTM (BiLSTM) to predict the final results of three subtasks.
In [20], a structured learning framework based on factor
graphs was employed to identify the elementary unit type
and argumentative relation.
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Biomedical argument mining is a newly emerged re-
search field and developed rapidly in recent years due to
the potential application for medical diagnosis. Mayer et
al. [21] annotated ACs within RCT abstracts and utilized
SubSet Tree Kernel (SSTK) to classify the types of AC by
taking the Bag-Of-Words (BOW) of biomedical text as input.
In a similar vein, Mayer et al. [4] created the first com-
pletely biomedical argument mining dataset to deal with
three subtasks, where component classification task and
boundary detection task were intergrated as one problem
with BIO scheme, then the relation types of all pairs of
ACs were classified as support, attack and none. Furthermore,
The utilization of various contextualize word embedding
was explored to address biomedical argument mining task,
such as BERT [22], BioBERT [23], SciBERT [24], RoBERTa
[25] et al., which are pre-trained on the large corpora in
the different domains. Galassi et al. [9] employed multi-task
framework with attentive residual network to address the
ACC task, the RI task, and link prediction task of BAM,
based on an assumption that ACs had been detected.

Different from existing previous research, our work
handle biomedical argument mining with consideration of
sequential dependency between the ACC task and the RI
task. Moreover, we construct a set of graphs for an RCT
abstract to model the collection-level contextual information
propagation from the related ACps in the same neighbor-
hood.

2.2 Graph Convolutional Network

Kipf et al. [10] fristly proposed the GCN for node clas-
sification, which showed state-of-the-art results on many
benchmark graph datasets. With the flexible operation on
the graph structure, GCN has been widely applied to vari-
ous Natural Language Processing (NLP) tasks recently. Yao
et al. [26] employed GCN to accomplish text classification,
where the text graph was construted by word co-occurrence
and document-word relations. Sun et al. [27] modeled the
contextual information and dependency information be-
tween opinion words and aspect words by GCN. Chen et al.
[28] proposed a pairGCN for emotion-cause pair extraction,
which models the dependency information among related
emotion-cause pairs.

In this paper, GCN is applied to aggregate the relevant
information from related ACps in the same neighborhood
to model the collection-level contextual information.

3 PROPOSED MODEL

In this section, we present an overview of the architecture
of SeqMT. As shown in Fig 2, the model consists of four
main modules: (I) Representation Module, which learns the
word representation of AC and the relation representation
of ACp; (II) Argument Component Classification (ACC)
Module, which assigns the argument component with dif-
ferent types of the label through a set of BILSTM networks;
(III) Information Transfer (IT) Module, which generates the
representations of ACps and further transferred to the rela-
tion identification module; (IV) Relation Identification (RI)
Module, which employs GCN to model the collection-level
contextual information from the related ACps in the same
local neighborhood.
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3.1 Task Definition

Given the RCT abstract, the objective of our work is to
identify the component types of AC and relation types of
ACp. Following Galassi et al. [9], we define an RCT abstract
D = {c1,ca,...,cr} as a sequence of L ACs. The ACs in D
are formed into a set of ACps P by Cartesian product:

P={d o} (1)
Cf,j = (C,‘,Cj) (2)

where ¢; is i-th AC of D and ¢; is the j-th AC of D, and there
are totally L * L ACps in P. The ACC task aims to identify
¢; as claim or evidence and the RI task aims to identify the
relation type of ¢} ; as support, attack, or none.

3.2 Representation Module

This section explains the details of how SeqMT extracts the
word representations of AC and semantic representations of
ACp through an encoder.

Firstly, we adopt the BioBERT [23] as encoder, which is
pre-trained on large-scale biomedical corpora PubMed and
performs well in biomedical NLP tasks. Given ¢} ; = (ci, ¢;),
where ¢; = {w1,ws,...,w;, } and ¢; = {wl,wg, ...,wlj}, l;
and /; are the length of ¢; and c;. In order to be encoded
by BioBERT, we add [CLS] token at the beginning of word

sequence, then use [SEP] token to distinguish different ACs:
Wi,j = [CLS], Ci; [SEP], Cj; [SEP} (3)

where W ; is the input of the encoder. The input words in
both ¢; and ¢; will learn the inforamtion of the relationship
between them using multi-layer transformer encoders [29].
Subsequently, the relation representation of cf ; and word
representations of ¢} ; can be computed by:

Tigs Iyorg = BIOBERT(W%J) (4)

where the hidden state of [CLS] token r; ; € R? represents
the relation representation of cf i Tyorqg € RIp¥d represents
word representation in c,ﬁ 7 where d is the dimension of
representation space and I, = I; + ; is the length of ¢} ;.

I ,orq can also be described by Formula 5 specifically:

Lyora = {617627“'7elp} (5)

where e; is the word representation of ¢-th words in ¢}’ i

Furthermore, to obtain the word representation in c;, we
first design a special mask vector MASK, which is presented
as follows :

MASK = [1, ...,1,0, ..., 0] 6)
Eij = Lyorq - MASK @)

where the length of MASK is equal to [,,, the number of ”1”
in MASK is equal to /;, and ”-” means dot product. Then the
average operation is applied to the L ACps with the same
AC ¢; to obtain the final word representation:

L
_ Zj:l Eij

Ei = 7 = {61,627...,611'} (8)

where E,; € RY*4 i final representation of each word in c;.
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Fig. 2. The architecture of SeqMT

3.3 Argument Component Classification Module

This section describes how to get the semantic representa-
tion and type of AC.

As an effective text sequence encoder, BILSTM can cap-
ture the forward and backward dependencies among words
in the text sequence [30]. Therefore, we employ a set of
word-level BiLSTM networks, each of which corresponds to
one AC, to generate the semantic representation of each AC
by taking the word representation E; as input. The hidden
state of the k-th word in the i-th AC is h; that can be
obtained by:

— —
hi,k = [LSTM(@Z‘JC); LSTM(@ZJC)] (9)

where h; j, € R24, which is the concatenation of the forward
hidden state and backward hidden state. Subsequently, the
semantic representation of AC can be obtained by summing
all of the hidden states in ¢;:

li
H;=> hix
k=1

Where H; € R?? is the final semantic representation of the
i-th AC, which is utilized as the features for the ACC task.
Then, a multi-layer perceptron (MLP) with one hidden layer
is used to generate the component type label prediction
probability distribution of ACs:

§: = MLP(H,)

(10)

)

where §J; € RY, C is the number of component types.

3.4

Based on the illustration in Section 1, we observe that
the support or attack relation commonly occurs between
the evidence and the claim, which indicates the benefit of
component type information of AC for learning relation
type information of ACp accurately. Therefore, how to in-
corporate the label information of AC is a key component
in our model. This section elaborates on the process of
how to obtain the label information of AC with a sampling

Information Transfer Module
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strategy and generate the pair-wise representation of ACp
transferred to the RI task.

Sampling Strategy. To model the label information of an
AC, we need to obtain the label of AC, which is a one-hot
vector. During the training stage, we can exploit the gold
labels of ACs. However, we can only use predicted labels
of ACs during the testing stage, which leads to the train-
test discrepancy. Meanwhile, using the argmax method to
obtain the label value from probability distribution of the
label will cause the gradient to be unable to return during
the training stage. In order to solve the above problem,
we apply Gumbel-Softmax (GS) [31] as a effective sampling
strategy, which samples a label from g; and output the one-
hot vector of label [32]. In specific, GS utilizes a re-parameter
trick to avoid the problem that the gradient cannot be
returned. The sampling process of GS is as follows:

gi = softmax((g; + 9)/7)

where g samples from Gumbel(0, 1) distribution, 7 denotes
the temperature, which controls the final result generation
trend, where y; will be closer to a one-hot vector when 7 —
0. We replace gold label with ; during the training stage.
Pair-wise Representation. To incorporate the label informa-
tion into the semantic representation learning of ACp, we
firstly encode g; to label embedding le; for AC ¢;:

(12)

le; = Wiey; (13)

where W), € R%*C is the learned parameter matrix. Fur-
thermore, the new representation Ré for ¢; with its label
information can be obtained by concatenating the semantic
representation of AC H; and label embedding le;:

R, =W ([le; W, H|] (14)

where W, € R24%4 and W, € R2%*4 are parameter matrix,
[;] is the concatenation operation. Moreover, we employ
concatenation operation to obtain the pair-wise representa-
tion R} for ¢} ; specific to ACC task:

R{% = W,[R};R\] +b, (15)
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where W, € R??*4 and b, € R are the learned parameter
matrix.

3.5 Relation Identification Module

How to incorporate the related contextual information is
important to recognize the relation type of ACp within
biomedical text as we mentioned in Section 1. Motivated
by the remarkable results obtained by graph-based architec-
tures in NLP tasks, we first define the local neighborhood
as a graph with the subset of ACps N; = {c] ;, b ;, ..., ¢} ;}
to model the collection-level contextual information from
related ACps, where nodes denote the a set of ACps with
the same AC c;. If an RCT abstract has L ACs, there are L
local neighborhoods in total. Then, the GCN is employed to
enhance the representation of ACp by information propaga-
tion from related ACps within the same local neighborhood.
The construction process of a pair graph is as follows:
Nodes. Given a set of ACps NN; belong to the same local
neighborhood, each ACp is considered as a node. V; €
RE*4 represents the j-th local neighborhood, the initial
representation of i-th node ¢} ; in j-th local neighborhood
is computed by summing up the pair-wise representation
and the relation representation of ACp:

Vi,j = Rz;c + T (16)
Edges. To capture the information of consecutive AC that
support or attack the same AC normally, we take the current
ACp as the center ACp and only conder other ACps within
windows size of 2 (2.18 ACs have relations with the same
AC on average, as shown in Tab. 1). For cf 7 the following

ACps should be paid more attention, and have edges with
P

IRk

s

_ p p p P
fooitay = a1 g eyt (A7)

Then, we denote G; = (V;, E;) as the j-th graph of local
neighborhood, where E; represents the edges, the weight of
edge between two nodes is set to 1.

Furthermore, we can easily construct the adjacency ma-
trix A; and its degree matrix D after the construction of
graph, where D;; = 3. A;;. Then a GCN with one layer is
employed to extract collection-level contextual information:

Q=D FA;D VW, (18)
where V; = [vy,v2,...,v1,;] € RE*?is a feature ma-
trix of Gj, Wyen € R%*4 js the learned weight matrix.
Q5 =141 ,;,92 -9y, is the representation by incorporat-
ing the collection-level contextual information from related
ACps via information propagation in GCN. Then, a residual
operation is employed to update the representation of ¢} ;
further:

rlT = g5+ v (19)
Finally, A MLP with one hidden layer is used to generate
the label probability distribution of RI task.

Uij = MLP(relu(rﬁ"al)) (20)

where relu is the activation function.
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Algorithm 1 SeqMT Algorithm

Input: A set of ACs, a set of ACps P(constructed based on
the set of ACs)

Initialize: Randomly initialize the model parameters.
Output: argumentative types y; of AC and relation types
Yi,j of ACp

1: while not converge do

2. for ACp ¢}, in P do

3: Learn the relation representation 7;; and word
representation I ,,,-q4 using Eq.(4).

4:  end for

5:  Obtain the word representations E; of each word in

¢; by Eq.(8).

6: Learn the semantic representation H; of AC ¢; by
Eq.(9),(10).

7:  Make label prediction distribution of ACC task g;
using Eq.(11).

8:  Obtain the label information of AC ¢; by Eq.(12).

9:  Compute the pair-wise representation R{" for c{ ; by

Eq.(13),(14),(15).
10: for ACp ¢}, in P do
11: Obtain the initial node representation by Eq.(16).
12: Determine the node set V;, the edge set £}, con-
struct the pair graph G.
13: Calculate adjacency matrix A; and degree matrix
D
14: In]corporate the collection-level contextual informa-

tion using GCN.

15: Update the representation of ¢} ; by Eq.(19).

16: Make label prediction distribution of RI task y; ; by
Eq.(20).

17:  end for

18:  Calculate the combined loss £ by Eq.(21),(22),(23).

19:  Update parameters.

20: end while

3.6 Training Objective

The ACC and RI task are trained jointly, with a multi-task
framework. Therefore, a joint loss function is considered as
the training objective.

We use cross entropy loss function to compute the loss
of ACC task L4.. and RI task L,;. L,.c and L,; can be
computed as follow:

Loce = % > —ylog(p) — (1 —y)log(1—p)  (21)

c
Ly = % >0 —yklog(p)
i—k

%

(22)

where C' = 3 is the number of categories of RI task. Finally,
the combined loss £ function is defined as follows:
L=XLoce+ A2 Ly (23)
where A\; and A are hyper-parameters. Algorithm 1 de-
scribes the overall of training process of our model SeqMT.
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TABLE 1
Statistics of the average number of ACs that have relation with the
same AC. R, means the number of ACPs, whose relation types are
not none. T, means the number of different tail ACs in ACPs, whose
relation types are not none

Thnum R,um  Average
neo-train 642 1427 2.22
neo-dev 92 210 2.28
neo-test 209 424 2.03
gla-test 166 367 221
mix-test 158 329 2.08
total 1267 2757 2.18

4 EXPERIMENTS

In this section, we describe the dataset, baselines, evaluation
metric and experiment setting details before analyzing the
experimental results.

4.1 Dataset

Since BAM is a new task, there is only one complete
dataset so far. Mayer et al. [4] created an AbstRCTs dataset,
which extends their previous dataset [21]. The annotated
data come from the abstracts of papers regarding RCT for
different diseases, including neoplasm, glaucoma, hyperten-
sion, hepatitis and diabetes. The number of abstracts about
neoplasm is 500 and 350 of these abstracts are selected as
train set, 100 of these abstracts are selected as test set, 50 of
these abstracts are selected as validate set. There are other
test sets which are glaucoma and mixed, where glaucoma
test set consists of 100 RCT abstracts of glaucoma and mixed
test set consists of 20 RCT abstracts for each disease. Table 2
presents statistics of each subsets. Due to the small number
of majorclaim, majorclaim is treated as a category of claim.
Meanwhile, we can find that distribution of relation types
is imbalanced, the number of support is far beyond attack,
which leads to difficulty of learning the relation of attack.

In our work, we continue to insist on the original divi-
sion settings of AbsRCTs and test our model on different
test sets, which are neo-test, gla-test and mix-test.

4.2 Baselines

The SeqMT could be directly compared with [9], [33], but
it is difficult to compare our model SeqMT directly with
[4], which is because that SeqMT perform ACC task and RI
task versus complete pipeline approach. Specifically, there
are the following two problems to be solved: (1) we treat
the ACC task as a sentence-level task, which makes our
results unable to compare with the approaches that perform
it token-wise. Therefore, we follow the strategy of [9], where
each classified AC is split into tokens that share the same
label with the AC. We can obtain the results of token-
wise classification through tokenization method, which is
acceptably comparable. (2) For RI task, we consider the
golden ACs that are obtained in advance in SeqMT, which
make the our results of RI task incomparable with [4]. In
[4], errors of ACI task and ACC task will introduced to RI
task, which means that non-argumentative components are
treated as ACs and some ACs are lost. Galassi et al [9] make
an analysis on this problem in detail, and concluded that this
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TABLE 2
Statistics of AbstRCTs dataset
Dataset Evi Cla MajCl Sup Att
neo-train 1537 666 64 1213 214
neo-dev 218 99 9 186 24
neo-test 438 228 20 364 60
gla-test 404 183 7 334 33

mix-test 388 182 30 305 24

problem cannot be solved. Therefore, we choose the results
of RI task in [4] to make a qualitative comparison.

After the above analysis, we select the following base-
lines including single-task approach, pipeline approach and
multi-task approach to compare our model SeqMT, to eval-
uate the effectiveness of the our proposed model.

4.2.1 Single-task

e BiLSTM employs BiLSTM network with different trans-
former encoders (BERT, BioBERT, SciBERT) to acquire the
semantic representation of ACs for ACC task.

4.2.2 Pipeline

ACC Task For reason we have explained, token-level eval-
uation is qualitative

o GRU+CRF [4] employs Gated Recurrent Unit (GRU) and
Conditional Random Field (CRF) to address ACI task and
ACC task jointly.

RI Task

o Tree-LSTM [34] employs Tree-LSTM to identify the type
of relation between two ACs.

o SentClf [4] employs different transformers (BERT,
BioBERT, SciBERT, Roberta) to encode ACps for RI task.

® MultiChoice [4] turns the RI task into a selection problem.

4.2.3 Multi-task

® ResArg [33] uses residual networks to address component
type classification, relation classification and link prediction
at the same time.

o ResAttArg [9] employed multi-tasking learning network
to jointly address type classification, relation classification
and link prediction, which improves previous work by
introducing attention mechanism.

The word embeddings are acquired by using pre-trained
GloVe embeddings [35] in the above model. Galassi et al.
[9] employed two strategies to get the final results after
repeating the training procedure 10 times using different
seeds, that are (1) “average”: considering the average of the
results of 10 different networks; (2) “ensemble”: assigning
each element as the class voted by the majority of 10
networks.

4.3 Evaluation metrics and Implementation

Evaluation Metrics The evaluation metrics are F1 scores
related to the macro average, the micro average, the evidence
class and the claim class for ACC task. For RI task, the
evaluation metric is macro F1.

Implementation The model is implemented with torchl.4
and trained on NVIDIA v100 GPU. For BioBERT encoder,
the PyTorch implementation of huggingface version 2.3 is
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used. The representation dimensions for word, AC, ACp
and label are the same, which are set as 768. For BiLSTM,
we set the hidden vector dimension § = 768. For GCN, the
number of layer for GCN is 1 and the hidden size of GCN is
768. while training, adam optimizer is employed to update
all parameters. The batch size is 1 that means that every
input is a RCT abstract, the learning rate is 5 x 1072, and
the temperature of GS 7 is 0.05. The model is trained for 3
epochs. In the global loss function, A; and A, are set to 0.1
and 1.

4.4 Main Results

ACC Task The token-level and component-level experimen-
tal results of ACC task are presented in Table 3.

e Token-level Evaluation For reason we have explained,
token-level evaluation is qualitative. We can observe from
Table 3 that SeqMT achieves the best results on three test sets
for what concerns the micro F1 score and macro F1 score.
SeqMT outperforms all other models on the three test sets
for what concerns E-F1 score. However, for what concerns
C-F1, SegMT is defeated by the BERT-based approach on
the neoplasm test set, and by BioBERT-based approach and
SciBERT-based approach on the glaucoma and mixed test
sets.

Although the result of token-level analysis is only for
reference, it can also illustrate the high performance of
SeqMT in token-level classification.

e Component-level Evaluation It can be observed from
Table 3 that: (1) our model achieves the best performance on
three test sets, except evidence F1 on the neoplasm test set.
Consistent with baseline, our model achieved better scores
for evidence F1 than claim F1 on all test sets. In addition,
our model performs better on the glaucoma test set than the
other two test sets. The excellent results show that SeqMT
can distinguish the types of ACs well. (2) For the approaches
based on BERT or its variants, BILSTM+BioBERT achieves
the best performance on the neoplasm and glaucoma test
set, and approximate results on the mixed test set compared
with BiLSTM+SciBERT. BiLSTM+BERT obtains the worst
performance on the three tset sets. The above analysis
shows that it is effective to employ a pre-trained language
model that incorporates biomedical knowledge in the face
of biomedical problems. (3) For the approaches based on
Golve embeddings, ResAttArg with ensemble achieves the
best results on the three test sets. However, the performance
of ResAttArg with ensemble is far worse than models that
use BERT or its variants as encoder, which indicate the
superiority of language model after pre-training on a large
corpus.

RI Task Table 4 shows the experimental results of RI task.
It can be observed from Table 4 that: (1) On the neoplasm
test set, SeqMT achieves the best result, which beats the best
baseline ResAttArg(Ensemble) by 0.32 percentage points. (2)
On the glaucoma test set, SeqMT achieves a great improve-
ment, which beats the best baseline ResAttArg(Ensemble)
by 4.87 percentage points. (3) On the mixed test set, SeqMT
achieves the best performance, which beats the best baseline
SciBERT+SC by 3.71 percentage points.

In order to evaluate the performance of SegqMT compre-
hensively, we report some additional details about F1 scores
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in different classes on SeqMT and ResAttArg with ensemble
in Fig 3. For none class and support class, SeqMT achieves the
better performance than ResAttArg with ensemble on the
three test sets. For attack class, SeqMT achieves the better
performance on the glaucoma and mixed test sets, but on
the neoplasm test set, the result of ResAttArg with ensemble
is 11.54 percentage points higher than that of SeqMT. One
possible reason is that ResAttArg with ensemble employs
a special strategy, which introduces opposite relation types
(e.g. A attackedBy B) during training, to alleviates the prob-
lem of category imbalance and helps attack class to be
learned well [9]. In conclusion, we can find that the excellent
results of SeqMT on the RI task comes from the balanced
performance of three different classes.

The outstanding results in Table 4 and Fig 3 demonstrate
the effectiveness of SeqMT in solving RI task of BAM.

4.5 Ablation Study

To explore the contributions of various components of our
model, we perform the ablation study as follows: SeqMT (-
gen) without modeling the dependency among the related
ACps in the same local neighborhood, SeqMT(-le) without
transferring label information of ACs to RI task module,
SeqMT(-te) without transferring features and labels infor-
mation of ACs to RI task module, which means that SeqMT
degenerates into a conventiona multi-task learning model,
SeqMT(-L,..) without loss function of ACC task, which
means that SeqMT only addresses RI task.

Effect of Pair-level Contextual Information We first ex-
plore how the model performance on different test sets is
influenced by GCN component. The experimental results of
SeqMT(-gcn) on three test sets of RI task are presented in
Table 5. It can be observed from the first row in Table 5 that:
After removing the GCN component of SeqMT, the results
on the three test sets have dropped significantly, especially
on the glaucoma test set, which dropped by 7.71 percentage
points. The above results illustrate the importance of mod-
eling the dependency among the related ACps in the same
local neighborhood for RI task of BAM.

Effect of Sequential Information Transfer We explore the
effectiveness of sequential information transfer between
ACC task and RI task with the removal of information
transfer module. The experimental results of SeqMT(-le)
and SeqMT(-te) on three test sets of RI task are presented in
Table 5. It can be observed from the second and third rows in
Table 5 that: (1) On the neoplasm and mixed test sets, model
shows a slight drop in performance without transferring the
label information of ACs. However, the results of model
have dropped significantly on the glaucoma test set, which
means that label information of ACs is extremely important
for glaucoma test set. (2) As the results on the neoplasm and
glaucoma test sets show, the performance of SeqMT(-te)
that does not transfer label and feature information of ACs,
is worse than that of SeqMT(-le). However, the opposite
situation occurs on the mixed test set. One possible reason
is that larger proportion of support and attack relation occur
between evidence and claim in the mixed test set, which
make label information of ACs more important. The above
results illustrate that modeling the sequential relationship
between ACC task and RI task is effective for BAM.
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TABLE 3

Results of ACC on AbstRCTs(%). f1 means micro F1 and F'1 means macro F1. The binary F1 for claims are reported as C-F1 and for evidence as
E-F1. Best results are marked in bold. RA means ResArg, RAA means ResAttArg, BL means BiLSTM.

Neoplasm Glaucoma Mixed

Level Model f F E-F1 C-F1 fi Fy E-F1 C-F1 fi F E-F1 C-F1
BERT+GRU+CRF 89 85 78 90 89 86 76 89 90 88 81 91
BioBERT+GRU+CRF 90 84 90 87 92 91 91 93 92 91 92 91
SciBERT+GRU+CRF 90 87 92 88 91 89 91 93 91 88 93 90

Token RA(avg) 90.66 8820 93.58 8281 91.84 8749 9486 80.11 9125 8779 9429 81.29

RA(Ensemble) 90.75 88.10 93.72 8247 9250 8848 9528 81.68 91.61 88.21 9454 91.61

RAA(avg) 90.80 88.60 93.59 83.61 9202 88.02 9493 81.11 91.58 8872 9440 83.04

RAA(Ensemble) 92.12 90.04 9456 8572 9292 8935 9552 83.19 9279 90.26 9523 85.30

SeqMT 94.38 9296 96.08 89.84 93.76 94.02 9698 91.06 94.51 94.26 97.65 90.87

RA(avg) 8742 86.18 9031 82.04 88.08 8553 91.59 7948 88.20 86.74 91.13 8235

RA(Ensemble) 87.76 86.38 90.71 82.05 89.39 87.13 9253 81.74 89.00 87.59 91.77 83.42

RAA(avg) 87.32 86.19 90.11 8227 8850 86.26 91.79 80.72 88.65 8751 91.27 83.74

Component RAA(Ensemble) 88.92 87.87 9144 8430 89.73 8771 92.69 86.54 90.67 89.70 92.86 82.72

BL + BERT 90.23 89.14 9258 8571 89.39 86.99 9257 8141 88.83 8748 91.59 83.37

BL + SciBERT 90.08 89.06 9241 8571 89.16 88.00 91.74 84.26 91.24 89.43 93.80 85.05

BL + BioBERT 92.08 90.67 9430 87.05 9216 91.38 9398 88.78 90.67 89.74 92.82 86.66

SeqMT 92.56 91.89 9422 89.57 93.43 9235 95.22 89.48 92.83 9221 9449 89.73

0.9

[ ResAttArg(Ensemble)
| I seqMT

08

[ ResAttArg(Ensemble)
[ seqMT

0.8
0.7 0.7
0.6 06

0.5 05

F1
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03 03
0.2 02

0.1 01

Support Attack None
Neoplasm

Support

Fig. 3. F'1 score of the respective classes of different models

Effect of Multi-task Framework We explore the impact of
the multi-task framework on the performance of the model
by retaining only the loss weight of the RI task The experi-
mental results of SeqMT(-L,..) on three test sets of RI task
are presented in Table 5. It can be observed from the fourth
row in Table 5 that the multi-task learning framework helps
the model to improve performance by sharing relevant
information between tasks.

Overall, our model SeqMT with all four components
gives the best performance on three test sets.

4.6 Hyper-parameter Analysis

In this section, we explore the impact of different hyper-
parameters on model performance by conducting some
comparative experiments. The experimental results are plot-
ted in Fig 4.

Effect of Different Weight of Loss We keep the weight of
loss of RI task and change the weight of loss of ACC
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task constantly to explore the most suitable weight of loss
combination.

From the plot, it can be observed that: (1) For micro F1,
claim F1 and evidence F1 of ACC task, the performance
on the glaucoma and neoplasm test sets fluctuates slightly
when L. increases at first, and then the performance
improves when L, is close to 1. However, the performance
of mixed test set fluctuates drastically when £, increases.
One possible reason is that the internal connection between
ACC task and RI task on the neoplasm test set is more
obvious, which makes model difficult to deal with ACC task
without considering the impact of RI task. (2) For macro
F1 of RI task, the performance on different test sets varies
greatly when L, increases. On the neoplasm test set, the
performance in terms of macro F1 fluctuates slightly when
Loce increases from 0.1 to 0.7, and fluctuates drastically
when L. increases from 0.8 to 1. On the glaucoma test
set, the overall performance shows a downward trend when
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Fig. 4. The performance of SeqMT with different settings of hyper-parameter.

TABLE 4
Results of Rl on AbstRCTs(%). Best results are marked in bold. MC
means MultiChoice and SC means SentClf.

Neoplasm Glaucoma Mixed
Model
Tree-LSTM 37 44 39
BERT-MC 58 56 55
BioBERT-MC 61 58 57
SciBERT-MC 63 59 60
BERT-SC 62 53 66
BioBERT-SC 64 58 61
SciBERT-SC 68 62 69
RoBERTa-SC 67 66 67
ResArg(avg) 59.15 57.23 60.31
ResArg(Ensemble) 63.16 61.86 68.35
ResAttArg(avg) 66.49 62.68 63.47
ResAttArg(Ensemble) 70.92 68.40 67.66
SeqMT 71.24 73.27 72.71

Lgcc increases. On the mixed test set, the performance fluc-
tuates drastically when L, increases. Based on the above
analysis, we can find that the overall performance of the
ACC and RI task is the best when L. is 0.1 and L,; is 1.

Effect of Different Window Size We also investigate the
influence of different window size on performance of RI
task. The experimental results are presented in Figure 4. It
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TABLE 5
Ablation study results of Rl task(%).

Neoplasm Glaucoma Mixed

Model
SeqMT(-gcn) 67.62 65.56 69.20
SeqMT(-te) 69.15 62.90 71.04
SeqMT(-le) 71.20 64.84 70.90
SeqMT(-Lacc) 68.58 64.83 70.30
SeqMT 71.24 73.27 72.71

can be observed that (1) The F1 value on the neoplasm test
set shows a downward trend, when window size increases
from 1 to 3. Then, a slight improvement occurs When win-
dow size changes from 3 to 4. The worst result is acquired
when window size is 5. (2) For glaucoma test set, the F1
value fluctuates drastically when window size increases
from 1 to 5. The best result is acquired when window size
is 2. (3) when window size is 1, 2 and 4, the F1 value in
mixed test is high, and terrible results are obtained, when
window size is 3 and 5. (4) when window size is 2, the
F1 value achieves good results in all three test sets. The
results decline significantly when window size increases
from 4 to 5, especially on the neoplasm and mixed test sets,
indicating that irrelevant pair-level information has been
captured, which has bad influence on performance of RI
task. Based on the above analysis, we can conclude that the
most suitable window size is 2.
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TABLE 6
Case study of Rl task. Label is the ground-truth.

Argument component pair

Label | SciBERT+SC | SeqMT

[Acute toxicity (WHO) of RCT was low, with less than 15% of patients
experiencing grade 3 or higher toxicity]; [Neoadjuvant RCT is well tolerated
and bears no higher risk for postoperative morbidity]4.

Support Support Support

[The principal toxicity was diarrhea, with 12% in the postoperative RCT-arm
and 11% in the pre-operative RCT-arm having grade 3-, and 1% in either arm
having grade 4-diarrheal,. [Neoadjuvant RCT is well tolerated and bears no

higher risk for postoperative morbidity],.

Support Support Support

[Erythema, nausea and leukopenia were the next common toxicities, with
less than 3% of patients in either arm suffering grade 3 or greater leukopenia
or nausea.]3. [Neoadjuvant RCT is well tolerated and bears no higher risk

for postoperative morbidity]4.

Support None Support

4.7 Case Study

The Table 6 illustrates an example from the mixed test set
to analyze the importance of modeling pair-level context
information specifically. We select one claim and three con-
secutive evidences which support this claim from the same
abstract. Then, We manually construct three ACps, which
are listed in the table (three evidences are marked with
subscripts 1, 2, 3 and the claim is marked with subscripts 4).
It can be observed from the table that (1) Both SciBERT+SC
and SeqMT predict the relation types of ACpl and ACp2
are support, due to evidencel, evidence2 and claim all mention
the related content of 'RCT" and low toxicity risk. (2) The
relation type of AC3 is identified as none by SciBERT+SC,
but SeqMT can correctly predict its relation type as support.
In fact, it is difficult to identify the relation type of ACp3,
just based on text information of itself, due to the experi-
mental drug 'RCT” is not mentioned in evidence3. However,
combining the contextual information of ACp3 from ACpl
and ACp2, we can know that AC3 describes the fact that
RCT cause some slight toxicities, which means that the
relation type of ACp3 is the same as ACpl and ACp2. The
above analysis show that modeling the pair-level contextual
information from related ACps plays a important role in
RI task and SeqMT can model this dependency relationship
well.

4.8 Error Analysis

We randomly selected 50 incorrect instances of RI task from
the three test sets, and categorize the main errors. The first
type of error is caused by the ability of numerical reasoning.
This is because some evidences contain comparisons exper-
iment results and the corresponding claim is the conclusion
after comparisons. For example, the evidence is "The mean
TWIST was 27.05 months with CAP, 31.5 months with ChOP
and 32.95 months with fludarabine” , where claim describes
that "patients with advanced CLL have a moderate benefit in
terms of Q-TWIST when treated with fludarabine over ChOP”.
The model cannot draw the conclusion of the median by
comparing three numbers. The second type of error is due
to inability to understand the terminology in the biomedical
domain. For example, the evidence is that "Many severely
anemic and transfusion-dependent patients with advanced MM,
NHL, and CLL and a low performance status benefited from
epoetin therapy, with elimination of severe anemia and transfusion
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need, and improvement in QOL”, which poses a challenge
to the model’s understanding of professional vocabulary
and acronyms. The third type of error is thanks to the
lack of background knowledge. For example, the evidence
is that "Cox regression analysis showed an estimated hazards
ratio of 1.309 (P =.052) favoring epoetin alfa”, the claim is that
" Epoetin alfa safely and effectively ameliorates anemia and signif-
icantly improves QOL in cancer patients receiving nonplatinum
chemotherapy”. The model cannot understand that hazards
ratio of 1.309 (p = .052) means safe and effective without
enough background knowledge.

5 CONCLUSIONS

In this paper, we propose a novel Sequential Multi-task
Learning model named SeqMT, to jointly address argument
component classification and and relation identification of
BAM. The proposed SeqMT has abilities to model the se-
quential relationship between the ACC task and RI task by
introducing information transfer module, where the label
of ACs is sampled by the gumbel-softmax method and
passed to RI task together with its features. In addition,
SeqMT can also model pair-level contextual information
for a given ACp by aggregating information from related
ACps with GCN. We evaluated SeqMT on a public dataset,
which contains 659 abstracts of randomized clinical trial
papers about five diseases that are neoplasm, glaucoma,
hypertension, hepatitis and diabetes. The experimental re-
sults show that SeqMT defeats the most advanced baseline
on three test sets, which shows the effectiveness of SeqMT.
Therefore, we believe that our model SeqMT can promote
the development of intelligent healthcare by providing a
means to automatically extract important information from
large-scale medical data and present this information in a
structured way

In the future, we will focus on the imbalanced problem
on the BAM dataset and the problem of lack of interpretabil-
ity, which is important in biomedical issues especially. For
the imbalanced problem, we consider designing a special
loss function, similar to focal loss, to assign larger weight to
rare categories. For the problem of lack of interpretability,
we consider using a text generation method with an atten-
tion mechanism to generate text spans, which are utilized to
explain results of the predictive model.
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